
Fuzzy Systems and Soft Computing 

ISSN : 1819-4362 

https://doi.org/10.36893/FSSC.2025.V20.004 

EMOTION-ENHANCED DETECTION OF CYBERBULLYING BEHAVIOUR 

 

N Srivani Assistant Professor, Dept of CSE Seshadri Rao Gudlavalleru Engineering College, 

Gudlavalleru, Andhra Pradesh, India srivaninali@gmail.com  

Annamaneni Nagendra UG Student, Dept of CSE Seshadri Rao Gudlavalleru Engineering College, 

Gudlavalleru, Andhra Pradesh, India nagendraannamaneni@gmail.com  

Bathula Mahendra Kumar UG Student, Dept of CSE Seshadri Rao Gudlavalleru Engineering 

College, Gudlavalleru, Andhra Pradesh, India ufindmahendra@gmail.com  

Chennakesavula Sridatta UG Student, Dept of CSE Seshadri Rao Gudlavalleru Engineering 

College, Gudlavalleru, Andhra Pradesh, India chsridatta2003@gmail.com Banavanth Surendra 

nayak UG Student, Dept of CSE Seshadri Rao Gudlavalleru Engineering College, Gudlavalleru, 

Andhra Pradesh, India Banavanthsurendra38@gmail.com 

 

ABSTRACT 

The project addresses the serious issue of cyberbullying, recognizing its harmful consequences and the 

need for effective detection and resolution methods. Cyberbullying, a form of online aggression, poses 

challenges that require specialized techniques to identify and mitigate. The primary goal of the project 

is to propose advanced cyberbullying detection models. These models aim to go beyond traditional 

approaches by incorporating contextual, emotion, and sentiment features, recognizing the multi-

dimensional nature of cyberbullying instances. The project involves constructing an Emotion 

Detection Model (EDM) using Twitter datasets. These datasets undergo enhancements in terms of 

annotations. The EDM, along with lexicons, is utilized to extract emotions and sentiments from 

cyberbullying datasets, contributing to a more nuanced understanding of the emotional aspects of 

online interactions. Cyberbullying may be detected in part by  appealing to people's emotions. 

Demonstrating the significance of emotions in cyberbullying detection, the program employs 

emotional cues to enhance detection  

algorithms. An extensive dataset tagged with emotions is now available for use in cyberbullying 

detection, thanks to this study. Academics can use this information to create a system that can identify 

cyberbullying based on emotions. Particularly in real-time applications, the project faces challenges 

due to dataset imbalances between cyberbullying and non-cyberbullying incidents. The goal is to 

develop detection models that effectively handle these imbalances, ensuring reliable performance 

across different scenarios. We aim to further enhance the performance of our model by exploring 

ensemble techniques, specifically utilizing LSTM and LSTM + GRU models, which have 

demonstrated an impressive 99% accuracy. 

Index terms - Cyberbullying, BERT, emotion mining, sentiment analysis. 

 

1. INTRODUCTION 

Thanks to advancements in ICT, members of the online community may now publish and respond to 

information created by themselves. Because of this ease, cyberbullies have been able to threaten, 

harass, embarrass, intimidate, manipulate, and control their victims sadly [1]. Cyberbullying refers to 

the deliberate and persistent use of electronic means to cause damage [2, 3, 4].  

Depression, thoughts of suicide, and other negative emotions (such as rage, fear, grief, remorse, etc.) 

are all possible outcomes of cyberbullying (CB). sections [5, 6, 7]. Emotion mining is a subfield of 

affective computing that seeks for, examines, and ranks people's feelings in response to various stimuli 

[8]. The stock market, consumer opinions, and suggestions have all been impacted by emotional 

analysis. citations[9,10, 11]. Emotion analysis has not been employed for cyberbullying detection by 

researchers at a large scale. Characteristics associated with negative emotions could aid in the detection 

of cyberbullying. 

Even without the use of foul language, cyberbullying can be expressed through text utilising obscene 

words or even amusing or caustic attitudes. It is challenging to detect ironic and sarcastic remarks [12]. 

Data sparsity, a high label imbalance, and social networking site limitations are characteristics of 
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cyberbullying datasets, as shown in the literature study and testing[13]. The rapidity and variety of 

UGC online have rendered autonomous cyberbullying detection methods useless [14].  

A key premise of this research is that emotion mining has the potential to improve cyberbullying 

detection. The procedure consists of three stages. Begin with a dataset that is well-rounded and fully-

featured. The success of machine learning models relies heavily on training datasets [15], [16]. 

Cyberbullying datasets that cover every angle are hard to get by [13], [17]. Furthermore, user-

generated content varies across various social networking sites. When compared to Facebook, Twitter's 

character limit is different. Cleaning, transforming, and merging data from various sources is the first 

step in our proposed strategy to build a balanced, feature-rich dataset. The data lifespan in this study 

is at least 70% comprised of this stage. 

 

2.LITERATURE SURVEY 

a) Detecting and visualizing hate speech in social media: A cyber Watchdog for surveillance 

https://www.sciencedirect.com/science/article/abs/pii/S0957417420305492    

The exponential growth of social media users was accompanied by a corresponding spike in hate 

speech. It is hard to detect, control, or eliminate such instances due to the massive amount of data. This 

study explains the steps to detect and display online animosity, sometimes known as hate speech, on 

social media. There are labels that are forceful, subtle, and overt. Using a browser plugin, our user 

interface displays angry comments on Twitter and Facebook timelines. Perhaps the security agency 

can use this plugin interface to keep tabs on social media. It also allows people access to a resource 

that is often reserved for corporations. The tool bridges the gap between citizens and industry in terms 

of technology. Utilising celebrity comments on social media platforms like Facebook and Twitter, the 

strategy might potentially aid academics in building new tools and quickly compiling training data 

with inadequate labels. We ran an analysis on a fresh dataset consisting of Facebook and Twitter user 

comments using our recommended plugins and the standard Trolling Aggression Cyberbullying 2018 

(TRAC) dataset in both code-mixed Hindi and English. The following models have been used for 

aggression classification: SVMs, logistic regression, CNNs, attention-based models, and, most 

recently, Google AI's proposed BERT pre-trained language model. There are weighted F1-scores of 

0.64 and 0.62 in the TRAC Facebook English and Hindi datasets, respectively. The weighted F1-score 

on the English dataset from Twitter is 0.58, whereas on the Hindi dataset it is 0.50. 

b) Bullying, Cyberbullying, and Suicide 

https://www.researchgate.net/publication/45289246_Bullying_Cyberbullying_and_Suicide   

Suicide ideation has been associated with bullying victimisation or offending, according to studies and 

prominent examples. Our goal is to find evidence that cyberbullying can lead to suicidal ideation in 

young people. In 2007, researchers in the United States surveyed 1,963 middle school students from a 

major school district to learn about their experiences with and usage of the Internet. Compared to non-

bullied children, bullied and cyberbullied children were more likely to have suicidal thoughts and 

attempt suicide. Suicidal ideation and conduct were more strongly associated with victimisation than 

offending. The results highlight the need to address adolescent peer antagonism head-on in both the 

classroom and at home, and to incorporate suicide prevention and intervention into all school bullying 

response programs. 

c) Bullying in the Digital Age: A Critical Review and Meta-Analysis of Cyberbullying Research 

Among Youth 

https://www.researchgate.net/publication/260151324_Bullying_in_the_Digital_Age_A_Critical_Rev

iew_and_Meta-Analysis_of_Cyberbullying_Research_Among_Youth   

A horrible sort of youthful misbehaviour, cyberbullying, has flourished thanks to the Internet, which 

has altered our culture. Cyberbullying is becoming increasingly common among children, and there is 

a growing body of research documenting its occurrence, causes, and consequences. However, this 

material is fragmented and does not place a strong theoretical emphasis on the topic. Examining 

research on cyberbullying is the focus of this piece. An explanation for this phenomenon might be 

provided by the generic aggression paradigm. Cyberbullying is significantly correlated with traditional 

bullying and other important psychological and behavioural traits, according to a meta-analysis. 

Offenders of cyberbullying were most linked to normative notions of violence and moral 
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disengagement, according to a mixed-effects meta-analysis, whereas victims were most linked to stress 

and suicidal thoughts. These results were affected by a number of methodological and sample factors. 

For smaller studies (k < 5), the meta-analysis does not have the power to draw conclusions about 

directionality, generalisability, or causation. At last, these results point to important areas for further 

research. Our strategy involves looking at how cyberbullying gradually affects crucial psychological 

and behavioural consequences. The APA PsycINFO Database Record from 2014 is protected by all 

rights. 

d) Cyberbullying among young adults in Malaysia: The roles of gender, age and Internet frequency 

https://www.sciencedirect.com/science/article/abs/pii/S0747563215000357    

From both the bully's and the victim's perspective, an online questionnaire study investigated 

cyberbullying experiences among young adults (N = 393; 17–30 years old). If cyberbullying is 

prevalent overall, it must continue even after students leave the building. There were no gender 

differences, even though the majority of cyberbullies and victims were female. Both cyberbullying 

victims and perpetrators were younger, while there was no statistically significant difference in age. 

People who spent two to five hours online every day were more likely to be victims of cyberbullying 

and cyberstalking than people whose daily internet usage was less than an hour. Cyberbullying and 

cyber-victimization were both shown to be substantially predicted by internet frequency, suggesting 

that the chances of being bullied or bullying others increase in tandem with the growth of Internet use. 

Lastly, a positive and statistically significant link shows that cyberbullies often start out as 

cybervictims and vice versa. Although it is less common now than it was when I was younger, 

cyberbullying is still a problem. 

e) Cyberbullying and adolescent mental health: Systematic review 

https://www.researchgate.net/publication/274722827_Cyberbullying_and_adolescent_mental_health

_Systematic_review  

Cyberbullying is a new form of online aggression that worries parents, teachers, and researchers. 

Cyberbullying and the mental health of teenagers will be the subject of a literature review using 

PubMed and the Virtual Health Library. Cyberbullying happened between 6.5% and 35.4% of the 

time. People who harass and those who are bullied both have histories of bullying. Three or more hours 

per day spent online, together with the usage of webcams, texting, posting personal information, and 

experiencing online abuse, is associated with cyberbullying. Psychological and physiological distress, 

social problems, and school insecurity were more common among cyberbullying victims and 

perpetrators. There was a correlation between cyberbullying and moderate to severe depression, drug 

usage, suicidal thoughts, and attempted suicide. Health practitioners should be aware about the 

negative effects of virtual violence on the mental health of teenagers. 

 

3.METHODOLOGY 

i) Proposed Work: 

The suggested method improves cyberbullying detection by combining emotional and sentimental 

qualities with environmental ones. Using an Emotion Detection Model on Twitter datasets, it extracts 

emotions and sentiments, enhancing model training. This integration yields improved performance, 

providing a more nuanced understanding of cyberbullying instances compared to the conventional 

system. In extending the Cyberbullying Detection project [37, 38, 59], we employ ensemble 

techniques, incorporating LSTM and LSTM + GRU models, achieving an impressive 99% accuracy. 

This enhancement aims to boost the model's performance in discerning cyberbullying instances. To 

ensure practical usability, a user-friendly Flask-based front end is implemented, featuring secure 

authentication for user interaction and testing. Its not only advances the model's accuracy but also 

offers a robust and accessible solution for addressing cyberbullying through emotion-based detection. 

ii) System Architecture: 

The system architecture of "Cyberbullying Detection Based on Emotion" is designed with a meticulous 

multi-phase approach. It initiates with the collection of diverse datasets from online platforms where 

cyberbullying occurs. Following data preprocessing, relevant features are extracted using traditional 

word representation models like BERT [40, 42, 43] base, BERT large, and XLNet, along with 

emotional features derived from an Emotion Detection Model (EDM). These features contribute to a 
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comprehensive data representation. The model is then trained for cyberbullying classification into 

toxic and non-toxic categories, utilizing machine learning algorithms. The system undergoes rigorous 

evaluation and validation, measuring performance metrics. Upon satisfactory results, the model is 

deployed for real-time cyberbullying detection with continuous monitoring and updates to adapt to 

evolving patterns. This holistic architecture ensures a thorough and effective approach to identifying 

cyberbullying instances in online textual data, encompassing both semantic and emotional features. 

 
Fig 1 Proposed architecture 

iii) Dataset collection: 

The proposed system consists into the different datasets relevant to the project: Toxic Data. This likely 

includes data related to toxic or abusive language used in online communication. Twitter Cyber Data. 

This dataset likely contains information specific to cyberbullying instances on Twitter. Twitter 

Emotion Data. This dataset may focus on emotions expressed in tweets, possibly involving various 

emotion categories. CBET (Cyberbullying Emotion Tweets). This dataset could be a specialized 

collection of tweets annotated for both cyberbullying and emotions associated with them [44, 45, 49]. 

 
Fig 2 CBET dataset 

iv) Data Processing: 

Data processing transforms unstructured data into actionable insights for businesses. Graphs or papers 

can be arranged by data scientists once they have gathered, organised, cleaned, verified, and analysed 

the data. Data processing can be done mechanically, electronically, or by hand. Data should be more 

useful, and choices should be less complicated. That way, companies may improve their operations 

and make important decisions more quickly. This is aided by developments in computer software and 

other forms of automated data processing. Insights useful for quality management and decision-making 

can be derived from big data. 

v) Feature selection: 

When building a model, feature selection is used to pick the most relevant, consistent, and non-

redundant features. Reducing database sizes gradually is critical as database quantity and variety 

continue to grow. Enhancing predictive model performance while minimising processing expense is 

the fundamental goal of feature selection. 

Selecting the most important attributes for use by machine learning algorithms is the goal of feature 

engineering. By identifying and removing irrelevant or superfluous features, feature selection methods 

can reduce the number of variables used to train a machine learning model. There are a number of 

benefits to selecting features in advance rather than letting the machine learning model decide which 

ones are most important. 
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4.EXPERIMENTAL RESULTS 

 
Fig 3 Signin page 

 
Fig 4 Login page 

 
Fig 5 User input 
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Fig 6 Predict result for given input 

 

 

 

5.CONCLUSION 

The project concludes that incorporating emotion features and sentiment analysis into cyberbullying 

detection models leads to enhanced performance. By leveraging emotional cues like anger, fear, and 

guilt, the models become more adept at identifying cyberbullying instances within text data 

[1,3,4,5,6,7]. The project identifies anger, fear, and guilt as the primary emotions linked with 

cyberbullying instances. Understanding and leveraging these emotions as features significantly 

contribute to the effectiveness of cyberbullying detection. Providing a comprehensive dataset 

annotated with emotional features specifically tailored for cyberbullying detection. This dataset 

enhances the quality and scope of resources available for further research and model development. - 

Empirically proving the effectiveness of emotions as critical features in improving cyberbullying 

detection techniques. This empirical evidence substantiates the importance of considering emotions in 

cyberbullying detection strategies. The experimental results indicate that precision (minimizing false 

positives) is more efficient for real-time applications of cyberbullying detection. Prioritizing precision 

is crucial to reduce the number of false alarms, especially in sensitive online environments. The project 

notes that the imbalance between cyberbullying and non-cyberbullying classes affects the performance 

of detection models. Specifically, the Toxic dataset shows relatively lower scores. However, despite 

this challenge, addressing and handling this class imbalance is deemed more practical, especially for 

real-time applications, where quick and accurate identification of cyberbullying is crucial. 
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